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Abstract

I present novel evidence on the prevalence of negative household deposit rates, which
challenges the notion of their perceived zero lower bound. Between May 2019 and April
2022, a total of 483 German banks introduced negative interest rates on household de-
posits. I study the effects of the adoption of these negative rates on banks’ balance sheet
positions and their role for the transmission of monetary policy by conducting a stag-
gered difference-in-differences analysis. For this purpose, I compile a novel dataset, which
is merged with official data from the Research Data and Service Centre of the German
Bundesbank. Household deposits are reduced by up to 3% within twelve months after the
introduction of negative household deposit rates. Additionally, credit creation is positively
affected, which serves as evidence for an operative bank lending channel of monetary pol-
icy under negative household deposit rates. Thus far, this channel has been regarded as
muted due to the perceived zero lower bound of household deposit rates.

∗I am grateful to my supervisors Paul Pichler and Alejandro Cuñat for their valuable advice. Moreover,
I am thankful to Simon Hess and Stefan Smutny for stimulating and helpful discussions that helped improve
the paper. I also want to thank all participants at the PhD Research Seminar in Macroeconomics, the IHS
Macro Workshop 2023 and the QED Jamboree 2023 for their comments and suggestions. This project was
financially supported by the Oesterreichische Nationalbank Jubiläumsfonds NR. 18693. Furthermore, this
paper was supported by the Research Data and Service Centre of the German Bundesbank, which provided
access to official data. I am thankful to several Bundesbank employees for their technical assistance related
to data issues.The views expressed herein are those of the author and do not reflect the views of the German
Bundesbank. All remaining errors are my own. February, 2024

†University of Vienna, Oskar-Morgenstern Doctorate School, Email: philipp.ulbing@univie.ac.at



1 Introduction

The challenging economic situation in the aftermath of the Global Financial Crisis has
prompted many central banks to implement accommodative monetary policy measures. When
interest rates approached the zero lower bound (ZLB) without showing the hoped-for effects,
central banks resorted to unconventional monetary policy measures, such as negative interest
rate policy (NIRP), which is defined as one or more policy rates of a central bank being set
to a level below zero.

Due to their unprecedented nature, the emergence of negative policy rates sparked a lot
of controversy and uncertainty about their effects and potential repercussions on both the
financial sector and the real economy. Notably, early contributions to the academic literature
in this field highlighted the differential pass-through of negative policy rates to loan rates and
other market rates on short-term debt opposed to deposit rates. Studies such as Jobst and Lin
(2016) and Heider et al. (2019), shed light on this phenomenon, documenting that while the
pass-through to loan and other short term market rates was still intact under negative interest
rates, deposit rates were downward sticky around zero. However, a more recent contribution
by Altavilla et al. (2022) has amended this finding by showing that the zero lower bound is
not as binding anymore for corporate as it is for household deposit rates.

In this paper, I contribute to the literature on negative interest rate policy in three ways.
First, I compile a novel data set that challenges the downward stickiness of deposit rates

around the ZLB. Over the period spanning from May 2019 to April 2022, a total of 483 German
banks introduced negative interest rates on household deposits, which were complemented by
exemption thresholds only above which the negative remuneration was effectively applied.1

These banks, henceforth referred to as NIR-banks, account for more than 25% of all German
banks. To the best of my knowledge, this paper is the first to document the prevalence of
negative household deposit rates at a broader scale. It builds upon prior contributions such as
those by Heider et al. (2021) and Eisenshmidt and Smets (2019), which identified a rigid zero
lower bound on household deposit rates. Compared to these papers, this study extends the
time horizon under investigation until the conclusion of NIRP in July 2022 and looks beyond
the average of overnight household deposit rates across the Euro Area.

Second, I conduct an empirical analysis to study the effects of the introduction of negative
household deposit rates on various balance sheet positions of these NIR-banks. Are household
deposits of the afflicted banks affected in a significant way? If yes, how? And is credit creation
impaired? To address these questions, the novel data set on German NIR-banks is merged
with balance sheet data and data on profit and loss accounts, provided by the Research Data
and Service Centre (RDSC) of the German Bundesbank.

110 of these banks are charging fees on private deposit accounts instead of interest rates, resulting in a
factual negative remuneration.
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To estimate the effects on banks’ balance sheet positions, I use a difference-in-differences
(DiD) analysis, for which treatment is defined as the staggered introduction of negative house-
hold deposit rates. The key identifying assumption of the empirical analysis is that, conditional
on unit and time fixed effects as well as observable control variables, changes in the amount of
household deposit of banks that have not introduced negative household deposit rates provide
a suitable counterfactual for changes in the amount of household deposits that would have
been observed in NIR-banks absent of treatment.

Considering recent advancements in the theoretical DiD literature that address challenges
associated with two-way fixed effects (TWFE) regression under staggered rollout with poten-
tially time-varying treatment effects (Athey & Imbens, 2022; De Chaisemartin & d’Haultfoeuille,
2020; Goodman-Bacon, 2021; Sun & Abraham, 2021), I employ estimation strategies robust
to these concerns. The preferred specification entails the estimator proposed by Callaway and
Sant’Anna (2021), which is supplemented by the approach outlined in Borusyak et al. (2023).

The main result is that banks which introduce negative household deposit rates, experi-
ence a statistically significant reduction in household deposits of up to three percentage points
within twelve months. The reduction in household deposits occurs in spite of the sizable
exemption thresholds for the negative remuneration. These thresholds often exceed the aver-
age wealth holdings of Germans in deposit accounts, as indicated by official statistics. This
suggests that a zero interest rate might be a focal point, as posited by Heider et al. (2021),
and rate cuts below this rate might be particularly salient. Alternatively, customers may have
doubted the credibility of high exemption limits, anticipating banks to lower them, or the may
have anticipated substantial inflows of funds in the near future.

Third, I show that household loans increase by more than two percentage points after the
introduction of negative household deposit rates. From the policymaker’s perspective, the
increase in household loans is encouraging since it indicates that, after policy rates transmit
to household deposit rates, credit creation is positively affected. This serves as evidence for
an operative bank lending channel of monetary policy after banks decrease their household
deposit rates below zero.2 One potential mechanism behind this finding is that banks become
financially less constrained after having introduced negative deposit rates, allowing them to
increase credit creation (see e.g. Jiménez et al., 2012; Kashyap & Stein, 2000, for the effects
of monetary policy on financially constraint banks). Thus far, the literature has regarded this
channel as muted given the perceived downward stickiness of household deposit rates.

The results of this paper suggest that NIR-banks have been able to adequately replace
household deposits by other sources of funding without experiencing detrimental effects on
their performance. This is supported by anecdotal evidence obtained during the data collec-
tion process, according to which the reduction in household deposits was desired by the banks

2To clarify, the bank lending channel posits that lower policy rates transmit to lower loan rates and thereby
increase credit creation. The discussion on the decrease in loan rates is omitted here due to the unavailability
of data on bank-level loan rates.
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that have introduced negative household deposit rates. By reducing household deposits, they
were able to reduce the amount of reserves held at the central bank. The majority of these
reserves were remunerated at a negative rate until the end of July 2022. Reducing these ex-
cess reserves mitigates the burden due to punitive interest payments to the central bank and,
consequently, alleviates the pressure on bank profitability.3

The evidence presented in this paper complements existing findings regarding the ram-
ification of negative policy rates (see, for instance, Basten & Mariathasan, 2023; Demiralp
et al., 2021) and negative corporate deposit rates (Altavilla et al., 2022), offering important
implications for both current and future research on the topic of negative interest rates. For
example, numerous empirical studies rely on mechanisms that use the asymmetric adjustment
of loan and deposit rates to negative nominal interest rates to rationalize their findings. In
Molyneux et al. (2019), the authors argue that sticky deposit rates are one of the reasons for
compressed interest margins which in turn lead to eroding capital bases and eventually a fall
in profits. Similar arguments can be found in Heider et al. (2019) and Lopez et al. (2020).

Likewise, several theoretical papers use the zero lower bound on household deposit rates
as an established assumption in their models (see e.g. Abadi et al., 2023; Eggertsson et al.,
2019; Ulate, 2021). While the results of this paper do not refute any of the aforementioned
assumptions or mechanisms, they are put under scrutiny by showing that a sizable fraction of
German banks opted to go below zero on their private deposit rates.

The remainder of the paper is structured as follows. In Section 2, I describe the self-
collected data set as well as the data provided by the RDSC. Then, I present a descriptive
analysis that discusses the most important fact related to the occurrence of negative household
deposit rates. In Section 3, I briefly discuss the empirical strategy before turning to the main
results of the introduction of negative household deposit rates on banks’ balance sheet positions
and for the transmission of monetary policy.4 In the end of Section 3, I present some additional
result. Section 4 addresses the robustness of the results and Section 5 concludes.

3Furthermore, the introduction of negative household deposit rates may deter potential new customers.
4Parts of the methodology are based on very recent advancements in the difference-in-differences literature

and, hence, deserve a more thorough explanation, which is provided in Appendix A.
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2 Data and Descriptive Statistics

The core element for my empirical analysis is a novel, self-collected data set containing
detailed information on banks that have introduced a negative remuneration on deposits held
by households. It contains detailed information on banks that have introduced a negative
remuneration on deposits held by households. The information on NIR-banks recorded in the
data set consists of the name of the bank, the rate of remuneration, the date of introduction
and abolition of negative deposit rates as well as details on the exemption limits, above which
the negative remuneration applied.

The basis for the data set on NIR-banks was collected from the price comparison websites
Verivox and Biallo, which kept a record of banks that have introduced negative deposit rates.
This rudimentary data set on NIR-banks was amended by self-collected data on the date of
the first adoption of negative household deposit rates, the date of their abolishment and more
details on exemption limits. In the end, data on the date of the first introduction of negative
household deposit rates was successfully collected for 341 of 483 banks that have introduced
them.

In the final data set, the self-collected data is merged with data sets provided by the Re-
search Data and Service Centre (RDSC) of the German Bundesbank. The data sets provided
by the RDSC consist of the balance sheet statistics (BISTA), selected master data for mon-
etary financial institutions (MaMFI) and the banks’ profit and loss accounts (GuV) for all
German banks. The final data set has monthly frequency and runs from May 2018 to June
2022. Variables are recorded in units of e1000. Additional information on the data collection
process, the data sources and terminology are discussed in Appendix A.

The first result that challenges the current notion of a binding zero lower bound on house-
hold deposit rates is depicted in Figure 1, which shows the geographical distribution of NIR-
banks.5 The location of a bank on this map of Germany is determined by the official location
of its head office.

It can be seen that the majority of NIR-banks is located in the states in the West of
Germany, with Bavaria and North Rhine-Westphalia exhibiting the highest number of NIR-
banks. This still holds after dropping NIR-banks for which the date of introduction has not
been successfully collected, which is depicted in Figure 13 in Appendix B. However, in relative
terms this finding reverses. 43% of all German banks in states belonging to former Eastern
Germany have introduced negative household deposit rates, while this was only the case for
35% of all German banks in states of former West Germany. The distribution of NIR-banks
for former East and West Germany can be found in Figure 14 in Appendix B.6

5Three banks that have introduced negative household deposit rates in 2016 and 2017 respectively have
been dropped from the sample.

6This figure is based on a cleaned sample of the final data set, which comprises 422 NIR-banks. On the
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Figure 1: Geographical Distribution of NIR-banks in Germany, Own Illustration.
Data Source: Self-collected Data Set.

The following descriptive analysis is based on a cleaned sample of the final data set. This
cleaned sample comprises 1190 banks, 422 of which have introduced negative household deposit
rates at some point during the period of study.

Figure 2 depicts the distribution of NIR-banks across the different types of banks. The
majority of NIR-banks belongs to the second and third pillar of the German banking system,
namely cooperative and public banks. The category of ’Other Types’ includes most notably
big, regional and other commercial banks as well as state-owned banks. Out of the 236 banks
in this category, only 23 have introduced negative deposit rates for households, while it was

other hand, Figures 1 and 13 are based on the total universe of German NIR-banks.

5



399 out of 954 banks for the other two categories combined.

Figure 2: Distribution of NIR-banks across Bank Types, Own Illustration;.
Data Source: Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used
in 2022 and 2023, own calculations.

A potential mechanism explaining this finding is rooted in the structure of the German
banking system. As shown by several studies and official banking statistics published by the
OECD, the German banking system is on average less profitable than many of its international
counterparts (Dombret et al., 2019). One main reason for this is the strong reliance on deposit
financing of both cooperative and public banks which, once the associated downward sticki-
ness of deposit rates is taken into consideration, makes it harder for these banks to pass on
costs related to excess liquidity holdings. Furthermore, these banks follow the so-called house
bank principle, according to which profit maximization is not the primary objective of these
banks (Harhoff & Körting, 1998). As a consequence, cooperative and public banks were dis-
proportionately affected from persistent negative interest rate policy, which was exacerbated
by an increase in excess liquidity in the banking system during the same time period. Even-
tually, this meant that it was primarily those banks that have introduced negative household
deposit rates. A more detailed account of the German banking system is given in Appendix A.

Figure 3 shows the distribution of the dates of introduction of negative deposit rates over
time. On the left-hand side, the number of banks that have introduced negative household
deposit rates in a given month is depicted, while the right-hand side depicts the cumulative
number of banks having introduced negative rates up to a given date. Three points are worth
noting here.
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Figure 3: Date of the Introduction of Negative Household Deposit Rates, LHS: Number of Banks per Period,
RHS: Cumulative Number of Banks up to that Period, Own Illustration.
Figure contains 338 banks for which this data has been successfully collected. Three banks, which introduced
negative rates in late 2016 and early 2017 have been excluded from the analysis, Own Illustration; Data Source:
Self-collected Data Set.

Firstly, no NIR-bank has abolished negative household deposit rates before the end of June
2022. This was shortly before the ECB ended its negative interest rate policy by increasing
the main refinancing rate to 0.5% and the deposit facility rate to 0%.

Secondly, it can be seen that there is no clear pattern in introduction dates over time.
This shows that a legislative change, which became binding in April 2021 after a ruling of
the German Federal Court of Justice, had no visible impact on banks’ decision to introduce
negative household deposit rates. The legal change forced banks to have changes in their terms
and conditions actively approved by their customers after April 2021, while it was previously
sufficient to notify them.

Thirdly, the majority of German NIR-banks have only started to introduce negative de-
posit rates for households in early 2020. This is in line with several contributions in the
literature, such as Lopez et al. (2020) and Heider et al. (2019), who state that, while negative
policy rates had rather benign effects early on, they might only start to unfold later. It also
supports the argument made before that the pressure on banks increased continuously over
time until they had to pass on the costs related to their excess liquidity holdings. In the right
panel of Figure 3, it can also be seen that the introduction of negative household deposit rates
reached a plateau in 2022, indicating that the adoption slowed down towards the end of the
negative interest rate policy of the ECB.

As mentioned before, most NIR-banks have introduced exemption thresholds in tandem
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with negative household deposit rates. Only funds held in excess of these thresholds have been
subject to the negative remuneration. Figure 4 depicts data on exemption limits, which has
been collected for 286 NIR-banks. If the exemption threshold for a bank has changed over
time, the average is depicted.
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Figure 4: Histogram of Average Exemption Levels, Own Illustration.
This information is available 286 banks. If exemption levels have changed over time, the average of these
exemption levels is depicted here. ; Data Source: Self-collected Data Set, own calculations.

Exemption thresholds are very disbursed and range from e0 to e500.000, with the ma-
jority of NIR-banks setting limits up to and including e100.000. 87 banks have introduced
exemptions of up to e25.000, another 81 banks are in the bracket of up to e100.000 and 82
banks have introduced exemptions levels of exactly e100.000.

These numbers can be interpreted more sensibly when contrasting them with results from
a Bundesbank (2023) report. This report includes findings from a survey on both financial
and non-financial wealth holdings of German citizens conducted in 2021. According to this
report, Germans hold on average e12.700 in their deposit account, with the average in former
East Germany (e9.500) being significantly lower than in former West Germany (e13.600).
On that basis, only 32 banks, for which the exemption thresholds are known, have introduced
limits low enough to effectively affect the average German’s financial wealth holdings in these
accounts. In other words, the majority of NIR-banks has not affected its average customer by
introducing negative interest rates on household deposits.

Various summary statistics for relevant balance sheet variables are depicted in Table 1 in
Appendix B. The variables are shown for the groups of NIR-banks, non-NIR banks and both of
them together at two points in time, once at the beginning and once at the end of the sample.
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NIR-banks for which the date of introduction or key variables (e.g. deposits, loans, savings)
are missing are omitted. It can be seen that the distribution across banks for all variables
is right-skewed, as the mean is significantly higher than the median. For example, the mean
bank size in the sample is equal to approximately e5.4 billion, which is nearly five times as
high as the median and twice as high as the 75th percentile. While this case is extreme, the
pattern holds across all variables. On average, banks that have introduced negative household
deposit rates are more deposit intense, bigger and hand out more loans. This is driven by the
fact that most big German banks have decided to introduce negative household deposit rates.
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3 Results

The main objective of this paper is to examine whether the adoption of negative household
deposit rates had an effect on various balance sheet positions of banks, most notably household
deposits and loans. For this purpose, it is necessary to use a methodology that estimates a
causal relationship between the introduction of negative deposit rates and the dependent
variable. For this empirical analysis, treatment, defined as the staggered introduction of
negative household deposit rates by banks, is modeled as a binary variable. Moreover, the
introduction of negative household deposit rates is endogenous because, contrary to a change
in policy rates, banks decide themselves whether to introduce negative rates. In such a setting,
the most commonly used method is difference-in-differences.

Assuming that the timing of treatment is independent to bank-specific and time-specific
fixed effects, treatment effects can be estimated in a DiD model with ordinary least squares
(OLS). Its estimator is commonly referred to as the two-way fixed effects (TWFE) estimator.
This approach has been used in numerous cases, including settings with single or multiple
treatment periods as well as homogeneous or heterogeneous treatment effects. However, recent
contributions have shown that estimators obtained by a TWFE regression specification are
potentially biased in many of these cases (De Chaisemartin & d’Haultfoeuille, 2020; Goodman-
Bacon, 2021; Sun & Abraham, 2021).

The underlying reason for the arising biases is a problem of so-called ’bad comparisons’
being included in the computation of the treatment effect, in which already treated units
act as comparison units to later treated units. In this case, the difference between the effec-
tive comparison and later treated unit does not reflect the true treatment effect because the
outcome change of the comparison unit over time might itself reflect a treatment effect.

I address the concerns associated with the TWFE estimator by applying diagnostic statis-
tics proposed by Goodman-Bacon (2021) and De Chaisemartin and d’Haultfoeuille (2020) to
show that the problems related to the TWFE estimator are not of first-order importance for
this empirical analysis. Additionally, I employ additional estimation strategies that are robust
to the aforementioned issue of bad comparisons. To be more precise, the estimators by Call-
away and Sant’Anna (2021), short CS, and Borusyak et al. (2023), short BJS, are chosen. On
top of allowing for dynamic and heterogeneous treatment effects, they allow for the incorpora-
tion of control variables to relax the unconditional parallel-trends assumption to a conditional
one. This leads to the following key identifying assumption for this empirical study: condi-
tional on unit and time fixed effects as well as observable control variables, changes in the
amount of household deposits of banks that have not introduced negative household deposit
rates provide a good counterfactual for changes in the amount of deposits that would have
been observed in NIR-banks absent of treatment.7

7After replacing household deposits by household loans, the same assumption holds for household loans as
the dependent variable.
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For a more thorough exposition of the empirical strategy I refer the reader to Appendix
A, in which I discuss the employed estimation strategies, their differences and how they are
suited for the empirical analysis in this paper in more detail.

3.1 Main Results

In the following sections, all models are estimated using the natural logarithm of
the outcome variable, which is originally expressed in units of e1000. Clustering is
done at the bank level, the unit at which treatment is assigned.8 Confidence intervals
are at the 95% level.

Figure 5: Effect of Negative Household Deposit Rates on Deposits of Domestic Households, Own Illustration.
BJS = estimator by Borusyak et al. (2023), CS = estimator by Callaway and Sant’Anna (2021), TWFE =
two-way fixed effects. Own depiction; Data Source: Research Data and Service Centre (RDSC) of the Deutsche
Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

The main result of this paper is presented in Figure 5, which depicts the effect
of the introduction of negative household deposit rates on household deposits. The
introduction of negative household deposit rates has a statistically significant effect on
the amount of household deposits in Germany. Household deposits decrease up to three
percentage points within twelve months after the introduction of negative household

8According to Bertrand et al. (2004), the persistence in the treatment variable induces serial correlation in
the error terms of the treated units, which should be adjusted for.
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deposit rates. Figure 5 shows the treatment effects for all three estimation techniques
discussed in the methodological section. The estimated effects are very similar across
the three strategies, a first indication of the robustness of the results.9 Furthermore, this
supports the evidence from the diagnostic statistics that the problems associated with
TWFE regression under staggered treatment adoption and potentially heterogeneous
treatment effects are not of major importance for the current study.10

Concerning the reasons for the decrease in household deposits, it is important to
keep in mind that many NIR-banks concurrently introduced exemption limits when
they adopted negative deposit rates. As previously mentioned, only 32 NIR-banks
have set low enough exemption limits such that the negative remuneration materially
affected the average wealth holdings of Germans in such deposit accounts (Bundesbank,
2023). The significant reduction in household deposits in spite of these sizable exemp-
tion limits strongly supports an argument made by Heider et al. (2021), according to
which rate cuts in negative territory are more salient than rate cuts in positive territory.
Additionally, exemption limits might not have been believed to be credible by customers
and they expected them to decrease in the near future. Moreover, households’ lower
liquidity holdings and less-frequent needs to make large transactions should make it
easier for them to substitute deposits for cash (see e.g., Brandao-Marques et al., 2021;
Eisenshmidt & Smets, 2019). To the best of my knowledge, there is no evidence on
such effects of deposit rate cuts in positive territory, suggesting that interest rate cuts
in negative territory give rise to some behavioral responses that are not present in a
positive interest rate environment.

The balance sheet item that plays a pivotal role for the transmission of monetary
policy to the real economy is loans. Figure 6 depicts the reaction of household loans to
the introduction of negative household deposit rates. Household loans increase by more
than two percentage points after the adoption of negative deposit rates. Importantly,
this effect might not be solely attributable to the introduction of negative deposit rates,
since concurrent changes on the supply side cannot be excluded.

From the policymaker’s perspective, the increase in household loans following the
introduction of negative deposit rates is an encouraging finding. It shows that, after pol-
icy rates transmit to household deposit rates, credit creation is positively affected. This

9Note that the pre-treatment estimates for the CS estimator are "short differences", i.e. comparisons
between consecutive periods. On the other hand, pre-treatment estimates for the BJS and TWFE estimator
are "long differences", i.e. comparisons between period t and the earliest available period. For a more in-depth
explanation see Roth (2024).

10A recent paper by Chiu et al. (2023) finds that, while the TWFE regression approach is problematic from
a theoretical point of view in many applications, the results from TWFE are often very similar to the ones
obtained from more robust methods.
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Figure 6: Effect of Negative Household Deposit Rates on Loans of Domestic Households, Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

is evidence for an operative bank lending channel of monetary policy after banks de-
crease their household deposit rates below zero.11 A potential mechanism is that banks
become financially less constrained after having introduced negative deposit rates, al-
lowing them to increase credit creation (see e.g. Jiménez et al., 2012; Kashyap & Stein,
2000, for the effects of monetary policy on financially constraint banks). Up to now,
the literature has considered this channel as muted given the downward stickiness of
household deposit rates.

Furthermore, the increase in credit creation suggests that NIR-banks have been able
to adequately replace the loss in deposits by other sources of funding. Alternatively,
it could be the case that NIR-banks have not experienced detrimental effects on their
performance because the reduction in deposits itself eased the pressure on their prof-
itability. The latter argument is supported by anecdotal evidence obtained during the
data collection process, according to which the reduction in household deposits was
desired by banks that have introduced negative deposit rates. By reducing household
deposits, they were able to reduce the amount of reserves held at the central bank.

11To be more precise, the bank lending channel states that lower policy rates transmit to lower loan rates
and thereby increase credit creation. Here, the lowering of loan rates cannot be discussed since there is no
data available on bank level loan rates.

13



The majority of these reserves were excess reserves, remunerated at a negative rate.
Reducing them reduces punitive interest payments to the central bank and, hence, the
pressure on bank profitability.

As mentioned before, anecdotal evidence from the data collection process indicates
that banks tried to convince their customers to invest their funds elsewhere at the bank
after introducing negative deposit rates. Figure 17 in Appendix B depicts the effects of
the introduction of negative household deposit rates on savings deposits. It can be seen
that there is a statistically significantly positive effect on savings deposits from eight
months after the treatment onwards. This increase is driven by the group of employed
households and by savings deposits with an agreed period of notice of three months.

3.2 Additional Results

Figure 7 dissects the reduction of negative household deposit rates by breaking
down domestic households in three subcategories, namely economically independent,
employed and other households. The term households might be a bit misleading here
because it refers to the owner of a deposit account rather than an actual household.
While these two can potentially coincide, they do not necessarily have to. The first
group comprises all self-employed individuals, the second group consists of all salary and
wage earners, pensioners and unemployed people while the group of other households
includes housewives, infants, schoolchildren, students and individuals not disclosing
their occupation. The results presented in these graphs and throughout the remainder
of this paper are computed with the BJS estimator.12

Figure 7 shows that the reaction in household deposits differs significantly across the
subcategories. Self-employed individuals display the strongest negative treatment effect
with point estimates being as low as -4%. Employed households still show a statistically
significant reduction in household deposits, while for the group of other households no
significant treatment effect is reported. While the group composition is not ideal, given
that unemployed and retired people are part of the category of employed households,
the results indicate that higher income earners are more responsive to the introduction
of negative household deposit rates.13

The type of bank that has introduced negative household deposit rates also plays an
important role for the response of household deposits. Figure 8 depicts the treatment
effects for Sparkassen, credit cooperatives and the group of other banks. While the

12The main reason is that the computational effort for the CS estimator is considerably larger than for the
BJS estimator.

13According to Fritsch et al. (2015), self-employed people earn on average more, however, the earnings
distribution is also more unequal.
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Figure 7: Effect of Negative Household Deposit Rates on Deposits of Subcategories of Domestic Households,
Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

reaction of household deposits for credit cooperatives and Sparkassen is negative, the
group of other banks does not experience a reduction in their household deposits. The
reason for the stronger effect on Sparkassen and credit cooperatives, besides the rela-
tively small sample for the group of other banks, is most likely rooted in the structure
of the German banking system. Sparkassen and credit cooperatives are usually smaller
banks that operate locally and have strong customer relationships. Furthermore, they
follow the aforementioned house-bank principle, rather than having profit maximization
as their first maxim. Consequently, these banks are disproportionately affected from
persistent negative interest rate policy, making them more likely to introduce negative
household deposit rates with potentially stricter terms.

A further extension is to examine the role of the exemption thresholds in determin-
ing whether a bank experiences a reduction in household deposits after negative rates
have been introduced. Figure 9 shows that exemption limits play a role, even though
the results are not as stark as one might expect. The treatment effects are statistically
significant and very similar for all groups with exemption limits of up to e100.000. In
line with intuition, banks with exemption limits in excess of e100.000 do not experience
a statistically significant reduction in household deposits.
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Figure 8: Effect of Negative Household Deposit Rates on Deposits by Bank Type, Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

Figure 9: Effect of Negative Deposit Rates on Deposits by Exemption Limits, Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.
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Moving from deposits to loans, Figure 10 depicts the reaction of household loans bro-
ken down by bank type. In line with the results for household deposits, only Sparkassen
and credit cooperatives exhibit an increase in credit creation. The group of other banks
experiences a decrease in credit creation, which becomes statistically significant only
eight months after treatment. A potential mechanism to explain this finding is that
Sparkassen and credit cooperatives experienced a stronger reduction in their house-
hold deposits relative to the other banks, rendering them less constraint by financial
constraints and, consequently, allowing them to boost credit creation.

Figure 10: Effect of Negative Household Deposit Rates on Loans of Domestic Households by Bank Type,
Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

Heider et al. (2019) show that deposit intensive banks’ net worth is relatively
stronger negatively affected following the introduction of negative policy rates because
their funding costs decrease relatively less due to the downward stickiness of deposit
rates. According to this finding, the introduction of negative household deposit rates
should have a relatively stronger positive effect on credit creation for more deposit in-
tensive banks. Figure 18 in Appendix B shows that this is indeed the case. Banks below
the fifth decile, when ranked according to their deposit intensity, do not experience a
statistically significant increase in credit creation, while banks above the fifth decile do.
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4 Robustness

One potential concern regarding the validity of the results is that they are driven
by regional clusters in specific states. To alleviate these concerns, Figure 11 depicts the
effect of the introduction of negative policy rates on household deposits, where each
line represents an estimation in which one state has been dropped from the sample.
The confidence intervals are omitted for clarity. It can be seen that there is next to
no variation in the treatment effects across the different samples, even though the ge-
ographical distribution of NIR-banks is quite uneven. This indicates that there are
no regional differences in treatment effects that might cause any biases for the aggre-
gate treatment effect. It has also been checked that treatment assignment is neither
regionally clustered, nor by region-bank type.

Figure 11: Robustness Check: Effect of Negative Household Deposit Rates on Domestic Household Deposits,
Leaving One State Out of the Estimation Procedure, Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

As an additional robustness check, deposits of the domestic general government and
foreign non-banks are used as outcome variables. Since negative deposit rates have only
been introduced on household deposits, these variables should have remained unaffected
by their introduction, thereby ruling out that time-varying factors which affect deposits
in general and have not been picked up by the fixed effects are driving the reuslts. Figure
12 shows that this is indeed the case. None of the post-treatment coefficients for either
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variable are statistically different from zero. This provides evidence that the results are
not driven by general changes in deposits that have occurred during the period under
study.

Figure 12: Robustness Check: Effect of Negative household Deposit Rates on Deposits of Domestic General
Government and Foreign non-Banks, Own Illustration.
Results obtained withe BJS estimator. Own depiction; Data Source: Research Data and Service Centre
(RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and 2023, own calculations.

As a final robustness exercise, I checked that the sample of NIR-banks for which the
date of the introduction is available is representative for all NIR-banks. For this pur-
pose, I present quantile-quantile plots, which compare the distributions of two groups
for two characteristics along which banks may vary, such as bank size and deposit in-
tensity, at two points in time, once at the start and once at the end of the sample. Each
point represents the cutoff value of a given decile of the respective distribution, where
observations close to the 45 degree line indicate that the distributions are very similar.
Figure 19 in the Appendix confirms that this is the case when comparing all NIR-banks,
depicted on the y-axis, to the subsample of NIR-banks for which data on the adoption
of negative household deposit rates is available, depicted on the x-axis. This is strong
evidence that results based on this sample are representative for all German NIR-banks.
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5 Conclusion

In this paper, I present novel evidence that the zero lower bound on household
deposit rates is not as binding as previously thought. Between May 2019 and April
2022, a total of 483 German banks have introduced negative interest rates on household
deposits. Concurrently, these banks introduced exemption thresholds, only above which
the negative remuneration was applied. These thresholds are quite diverse, ranging from
e0 to more than e500.000.

In absolute terms, most NIR-banks are located in states in the Western part of
Germany, while in relative terms more NIR-banks are located in the Eastern part
of Germany. The vast majority of NIR-banks belongs to the groups of cooperative
or public banks, while only 23 NIR-banks belong to other types of banks such as
big or private banks. This finding is rooted in the structure of the German banking
system. It is characterized by a large number of public and cooperative bank, which
are usually smaller, operate locally and exhibit a strong reliance on deposit funding.
These banks were disproportionately affected by the persistent negative policy rates
and an increase in excess liquidity during the same time period. As a consequence,
these banks introduced negative household deposit rates more frequently than banks
with a different business structure.

The empirical study conducted in this paper uses a DiD approach with staggered
treatment, for which treatment is defined as the staggered introduction of negative
household deposit rates. Recent advancements in the literature are incorporated into
the analysis, including diagnostic statistics by De Chaisemartin and d’Haultfoeuille
(2020) and Goodman-Bacon (2021) as well as new estimation strategies Callaway and
Sant’Anna (2021) and by Borusyak et al. (2023). Diagnostic statistics show that the
problems associated with the TWFE regression approach in setting with staggered
adoption of treatment and heterogeneous treatment effect are not of first order impor-
tance in the current setting. As a consequence, the TWFE estimator is also used in
the analysis to further assess the robustness of the results.

The main result of the paper is that the introduction of negative household deposit
rates leads to a reduction in household deposits up to three percentage points within
twelve months after the adoption. The significant reduction in household deposits in
spite of the sizable exemption limits indicates that rate cuts in negative territory are
more salient than those in positive territory, giving rise to behavioral responses that
are not present otherwise. Additionally, exemption limits might not have been believed
to be credible by customers. Moreover, households’ lower liquidity holdings and less-
frequent needs to make large transactions should make it easier for them to substitute
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deposits for cash (see e.g., Brandao-Marques et al., 2021; Eisenshmidt & Smets, 2019).
Furthermore, I show that credit creation is positively affected by the introduction

of negative household deposit rates. Household loans increase by up to 2% following
the introduction of household deposit rates. This serves as evidence for an operative
bank lending channel of monetary policy after banks decrease their household deposit
rates below zero. A potential mechanism at work is that NIR-banks become financially
less constrained after introducing negative household deposit rates, allowing them to
boost credit creation. This is supported by anecdotal evidence obtained during the
data collection process, according to which the reduction in household deposits was a
desired outcome for these banks. This is evidence for an operative bank lending channel
of monetary policy after banks decrease their household deposit rates below zero. Up to
now, this channel has been considered as muted due to the perceived zero-lower bound
of household deposit rates. This finding complements already existing contributions
on the implications of negative policy rates and negative corporate deposit rates for
monetary policy.
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6 Appendix A

6.1 Additional Information on the Data and Terminology

The self-collected data set is the core element for the empirical analysis conducted in
this paper. It contains detailed information on banks that have introduced a negative
remuneration on deposits held by households. The information on NIR-banks recorded
in the self-collected data set consists of the name of the bank, the rate of remuneration,
the date of introduction and abolition of negative deposit rates as well as details on the
exemption limits, above which the negative remuneration applied.

The basis for the data set on NIR-banks was collected from the price comparison
websites Verivox and Biallo, which kept a record of banks that have introduced negative
deposit rates. For most of these banks, the interest rate and exemption limits were
listed as well. While the information provided on interest rates was very accurate,
this was not the case for the exemption limits. In many cases, information on these
limits was incomplete or missing altogether.14 This initial list of NIR-banks from the
aforementioned websites was complemented with additional NIR-banks gathered from
other websites and newspaper articles.

This rudimentary data set on NIR-banks was amended by self-collected data on the
date of the first adoption of negative household deposit rates, the date of their abolish-
ment and more details on exemption limits. The collection process for this additional
data consisted of four main steps. In the first step, all available information was col-
lected from the banks’ websites. In most cases, the information was only available in
the so-called ’Preisaushang’ or ’Preis- und Leistungsverzeichnis’, which are documents
in which the bank lists prices and conditions for its products. Albeit these documents
are the most comprehensive ones that are publicly available, in many cases information
on the date of the first introduction of negative household deposit rates was missing.
As a second step, all banks, for which no information was available on their websites,
were contacted by mail. Then, all remaining banks, for which no information has been
successfully collected yet, were contacted by phone. Last but not least, the so-called
Wayback Machine was used to browse archived versions of banks’ websites. All steps
of the collection process were conducted in a standardized manner.15

In the end, data on the date of the first introduction of negative household deposit
rates was successfully collected for 341 of 483 banks that have introduced them. Out

14Incompleteness could happen because several banks have changed their exemption limits over time, some-
times even more than once.

15The research interest and academic affiliation of the author was specified right at the beginning of any
interaction. Afterwards, all banks received identical questions in both the mails and phone calls.
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of the missing 142 banks, 68 actively refused to cooperate, 48 were not able to provide
a definite answer and 26 have not responded at all.

In the final data set, the self-collected data is merged with data sets provided by
the Research Data and Service Centre (RDSC) of the German Bundesbank. The final
data set has a monthly frequency and runs from May 2018 to June 2022. The data
sets provided by the RDSC consist of the balance sheet statistics (BISTA), selected
master data for monetary financial institutions (MaMFI) and the banks’ profit and
loss accounts (GuV).16 The BISTA is recorded at a monthly frequency and contains
domestic banks’ assets and liabilities based on the books at the end of the month. All
balance sheet items are recorded at the bank, but not an individual level. The BISTA
only records the domestic part of a bank’s business, while the international activities
of banks are excluded. The BISTA comprises of the main form and several annexes, in
which balance sheet items are broken down by type, term, debtor and borrower sector.

The MaMFI contains information on the category to which a bank belongs, the type
of institute, its location and some information on bank exit, mergers and acquisitions.

The GuV is recorded yearly and contains data on the income and expenditure of
MFIs, including the evaluation of profits and losses calculated from the annual accounts
as well as profit and loss statistics based on yearly averages from the BISTA. Opposed
to the BISTA, the GuV also includes profits and losses generated from international
business activities.

Concerning the terminology, the term ’deposits’, which is used throughout this pa-
per, refers to the banking products of a ’Girokonto’ or ’Tagesgeldkonto’. These are
the German equivalent to a current, checking or deposit account. To be more precise,
a ’Girokonto’ is defined as an account with the main purpose of accommodating any
transaction within the payment system. Funds on this account are readily available
without any period of notice, but it typically pays less interest than other banking
products. The ’Tagesgeldkonto’ has to be connected to a deposit account and funds
can be instantaneously transferred from one account to the other. However, the ’Tages-
geldkonto’ itself is not integrated in the payment system and, hence, cannot be used
for payment transactions. As such, this account is intended as a simple and flexible
savings account without any agreed maturity, paying in normal times a slightly higher
interest rate than an ordinary deposit account. Negative interest rates for households

16More information on the data sets can be found here:
Monthly balance sheet statistics DOI: 10.12757/BBk.BISTA.99Q1-22Q4.01.01
Banks’ profit and loss statements DOI: 10.12757/BBk.GuV.9922.01.01
Selected master data for MFIs DOI: 10.12757/BBk.MaMFI.199901-202212.01.01
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were introduced primarily for the ’Girokonto’, but whenever a ’Tagesgeldkonto’ was
available the same rate of remuneration applied.

6.2 The German Banking System

The German banking system is build upon a so-called three pillar system, consisting
of private banks, cooperative banks and public banks, which again can be divided into
subcategories. Private banks are legally and economically independent and operate
under the objective of profit maximization. Most notably, this sector comprises the
biggest German banks as well as some regional and other commercial banks.

Cooperative banks are characterized by a special legal form, in which customers can
acquire shares of the respective bank. Credit cooperatives are usually smaller banks
that operate regionally with the objective to support their customers in the best possible
way. The biggest subgroup of cooperative banks are the ’Volks- und Raiffeisenbanken’.

Public banks, which represent the third pillar of the German banking system, are
predominantly owned and financed by public entities, such as cities and other munic-
ipalities. They operate under the regional principle, according to which they only do
business within the region of their ownership. Their activities are focused around the
traditional banking services of taking deposits and providing loans. The most important
subgroup of public banks are the Sparkassen, followed by Landesbanken.17

An important characteristic of the German banking system is the prevalence of the
so-called house bank principle (Harhoff & Körting, 1998). This principle refers to the
fact that, for many banks, profit maximization is not the primary objective. This is
especially true for smaller banks and banks from the second and third pillar of the
banking system. According to this principle, banks primary objective is to ensure the
long-term financial success of their customers. This different focus results in a stronger
relationship between banks and their customers, which has consequences for the bank-
ing system. It can either lead to more favorable borrowing and lending conditions even
in dire economic circumstances, but also to more market power for banks. This can
affect the reaction of a bank’s customers following a policy change, such as the intro-
duction of negative deposit rates. Presumably, the stronger bank-customer relationship
makes customers more lenient with respect to a change in conditions, increasing the
likelihood of staying at the bank after the introduction of negative deposit rates. This
alleviates concerns for local spillover effects in the estimation process later on. Addi-
tionally, anecdotal evidence obtained during the data collection process suggests that
banks tried to convince customers to stay with the bank after the introduction of neg-

17For a more in-depth analysis of the German banking system, see (Urbschat, 2018)
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ative deposit rates. NIR-banks motivated their customers to invest their funds held in
deposit accounts into other products with the same bank.

6.3 Additional Comments on the Empirical Strategy

This section gives a more detailed account of the estimation strategy.
Treatment is defined as the staggered introduction of negative household deposit

rates by banks and modeled as a binary variable, taking on values of either zero or one.18

In the current setting, treatment is an absorbing state, meaning that no bank that has
introduced negative household deposit rates abolished them during the period of study.
Moreover, the introduction of negative household deposit rates is endogenous because,
contrary to a change in policy rates, banks decide themselves whether to introduce
negative rates. In such a setting, the most commonly used method is difference-in-
differences.

Assuming that the timing of treatment is independent to bank-specific and time-
specific fixed effects, treatment effects can be estimated in a DiD model which can be
described by the following equation:

yi,t = αi + λt +
−2∑

k=−K

βleadk Dk
i,t +

L∑
k=0

βlagk Dk
i,t + θXi,t + εi,t, (1)

where αi and λt denote unit and time period fixed effects, Xi,t are time-varying
covariates and βlagk depicts the treatment effect k periods after treatment, while βleadk

denotes pre-trends. Equation (1) is an event-study specification, which can be estimated
with ordinary least squares (OLS). Its estimator is commonly referred to as the two-way
fixed effects (TWFE) estimator.

This approach has been used in numerous cases, including settings with a single or
multiple treatment periods, dynamic or static as well as homogeneous or heterogeneous
treatment effects. However, recent contributions have shown that estimators obtained
by a TWFE regression specification are potentially biased in many of these cases. For
example, Goodman-Bacon (2021) shows that the static treatment effect obtained by
a TWFE regression is not per se interpretable as the average treatment effect on the
treated (ATT). Sun and Abraham (2021) and De Chaisemartin and d’Haultfoeuille
(2020) show that the estimated treatment effect might be biased in a setting with
staggered treatment and treatment effect heterogeneity, even if one allows for dynamic

18Theoretically, the availability of data on exemption limits also allows for a continuous treatment design.
However, in that case the sample would be significantly smaller since data on exemption limits has not been
available for all NIR-banks for which the date of introduction was collected.
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treatment effects, as in (1).
The underlying reason for the arising biases is a problem of so-called ’bad compar-

isons’ being included in the computation of the treatment effect. To be more precise,
treatment effects obtained by the TWFE regression approach are variance-weighted
averages of many 2x2 DiDs, in which the average change in the outcome variable of
treated units is compared to the average change in the outcome variable of untreated
units. In the unproblematic 2x2s, units from the treatment and comparison group are
compared before and after units from the treatment group receive treatment. However,
there are also problematic cases included in the computation, in which already treated
units act as comparison units to later treated units. In this case, the difference between
the effective comparison and later treated unit does not reflect the true treatment ef-
fect because the outcome change of the comparison unit over time might itself reflect a
treatment effect. The consequence is that the estimated ATT might be different from
the true one. In the extreme case, one might estimate a statistically significant ATT,
while the true effect is equal to zero or of opposite sign.

I address the concerns associated with the TWFE estimator in a setting with stag-
gered treatment by applying diagnostic statistics proposed by Goodman-Bacon (2021)
and De Chaisemartin and d’Haultfoeuille (2020). The latter method computes the
number of negative weights attached to 2x2’s in the estimation process and informs
the researcher whether the true treatment effect is potentially zero or of opposite sign
to the estimated one. According to this approach, no negative weights are used in the
computation of the ATT by the TWFE specification in this analysis. For the data
generating process to be compatible with an ATT equal to 0, the individual treatment
effects would need to have a standard deviation of 0.0811. For the empirical anal-
ysis in this paper, this implies that treatment effect heterogeneity would need to be
implausibly large for the true ATT to be equal to 0.

The diagnostic statistic by Goodman-Bacon (2021) yields similar results, showing
that more than 90% of the weight in the computation of the ATT are attached to
entirely good 2x2 comparisons, in which never treated banks are compared to treated
ones. The 10% of the weight attached to timing groups, which also include bad com-
parisons of earlier vs. later treated units, exhibit an ATT which is very similar to the
one computed by the other 90%. The results from this decomposition are depicted
graphically in Figure 15 in the Appendix B.

The results from the diagnostic statistics indicate that the problems associated with
the TWFE estimator do not seem to be of first-order importance for this empirical anal-
ysis. Nevertheless, bad comparisons are still assigned some weight in the estimation
process of the TWFE estimator and warrant some attention. As a consequence, ad-
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ditional estimation strategies that are robust to this issue are applied. To be more
precise, the estimators by Callaway and Sant’Anna (2021), short CS, and Borusyak
et al. (2023), short BJS, are chosen. On top of allowing for dynamic and heterogeneous
treatment effects in a setting with staggered adoption of treatment, they allow for the
incorporation of control variables to relax the unconditional parallel-trends assumption
to a conditional one. This leads to the following key identifying assumption for this
empirical study: conditional on unit and time fixed effects as well as observable control
variables, changes in the amount of household deposits of banks that have not intro-
duced negative household deposit rates provide a good counterfactual for changes in the
amount of deposits that would have been observed in NIR-banks absent of treatment.19

While both the CS and BJS estimator allow for the inclusion of time-varying control
variables, they differ slightly in how they incorporate them. The CS estimator uses
base period covariates, which means that they are kept constant in post-treatment
periods at the value of the period prior to the one in which the treatment occurred.
Opposed to that, the BJS estimator includes the whole time path of time-varying control
variables, i.e. they are not kept constant in post-treatment periods. I have conducted
a small simulation exercise to test the differential treatment of time-varying covariates
by the two estimation strategies. It is indeed the case that changes in post-treatment
periods for time-varying covariates do not affect the CS estimator, while they change
the estimated treatment effect of the BJS estimator.20

In the case that the control variables might be potentially affected by treatment,
including time-varying control variables might lead to biased results. Caetano et al.
(2022) show that in such a case, it is sufficient to condition on pre-treatment values of
time-varying covariates if the covariates evolve similarly between treated and control
units that have the same time-invariant covariates and the same pre-treatment time-
varying covariates. Hence, if the researcher is not convinced by the exogeneity of the
included control variables, the estimator by Callaway and Sant’Anna (2021) should be
applied and results based on the BJS estimator should be taken with caution.

In the current setting with household deposits (or subgroups of it) as the main
outcome variable, loans are included as a time-varying control variable. The reason is
that a change in credit creation also affects the amount of bank deposits from a balance
sheet perspective. For example, comparing a bank in the treatment group to a bank in
the control group that follow different trajectories in credit creation would mean that
the treated bank also experiences a relatively stronger increase in its deposits. Even

19After replacing household deposits by household loans, the same assumption holds for household loans as
the dependent variable.

20If you are interested in the results of this simulation exercise, you can contact me.
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if most of the newly created loans are used for various endeavors and are not kept at
the bank, at least a small fraction of these loans will still be held as bank deposits.
In such a case, comparing banks between the treatment and control group that follow
different trajectories in creation would result in estimating a treatment effect that may
be potentially obscured by differential trends in deposits due to differences in credit
creation.

Additionally, the CS and BJS estimator differ in the strictness at which they make
use of the conditional parallel trends assumption. CS only imposes only post-treatment
parallel trends, while BJS imposes it for all groups and time periods. In other words,
BJS uses the average of all pre-treatment periods as a comparison for the treated
outcome, while CS only uses the last pre-treatment period (Roth et al., 2023). This
difference comes with a trade-off. On the one hand, using all pre-treatment periods
can increase efficiency (Wooldridge, 2021). On the other hand, if the (conditional)
parallel trends assumption does not hold exactly, relying on a longer time horizon of
pre-treatment observations increases a potential bias. Consequently, which estimator
is preferable depends strongly on the application.

Based on the preceding discussion, both estimators are applicable from a theoretical
standpoint, although the CS estimator is slightly preferable for two reasons. First, it is
more robust with respect to potential endogeneity concerns related to the included con-
trol variables because it only includes base period values. Second, the weaker parallel
trend assumption that is imposed in the estimation process of the CS estimator reduces
a potential bias if this assumption does not hold exactly. Nevertheless, both the CS and
BJS as well as the TWFE estimator are used to assess the robustness of the main result.

Since the estimators by Callaway and Sant’Anna (2021) and Borusyak et al. (2023)
have only been recently proposed, they are discussed in a bit more detail. The CS
estimator is build upon a particular disaggregation of the overall treatment effect,
namely the group-time average treatment effect. The group-time average treatment
effect is defined as the treatment effect for group g at time t, where a group is defined
as a cohort of units first treated at time g. This effect is denoted in a potential outcomes
framework by

ATT (g, t) = E[Yt(g)− Yt(0)|Gg = 1].

The unit subscripts are omitted for clarity. The group-time effect parameters can then
be used to compute more aggregated ones, for example event study parameters where
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group-time effects are aggregated for each event horizon e and weighted accordingly:

βes(e) =
∑
g∈G

1{g + e ≤ T}1{t− g = e}P{G = g|G+ e ≤ T}︸ ︷︷ ︸
w(g,t)

ATT (g, g + e) (2)

Here, βes(1) is the average treatment effect across all groups g one time period after
their respective treatment. The weight for each group and time horizon, w(g, t), in-
cludes indicator functions that only consider identified group-time average treatment
effects. The last component of the weight, given by P{G = g|G+ e ≤ T}, specifies the
summation method. In this case, groups are weighted by their respective size.21

While the treatment effects in the dynamic TWFE specification are estimated by
using OLS, Callaway and Sant’Anna (2021) show that the ATT (g, t)’s in their ap-
proach can be recovered by extending either an outcome regression procedure proposed
by Heckman et al. (1997) and Heckman et al. (1998), inverse probability weighting
by Abadie (2005) or doubly robust estimands by Sant’Anna and Zhao (2020) to a
framework with multiple groups and multiple time periods.

For the outcome regression approach to yield a consistent estimate for the ATT, the
outcome model used to estimate the conditional expectation function of the evolution
of the control group needs to be correctly specified. On the other hand, the inverse
probability weighting approach relies on a correct specification of the propensity score,
which is defined as the conditional probability of unit i belonging to the treatment
group g, given its pre-treatment covariates X. The doubly robust estimation approach
combines the two aforementioned approaches and requires either the outcome model of
the conditional expectation function or the propensity score to be correctly specified. In
this sense, the doubly robust estimation is more forgiving with respect to misspecifica-
tions. Due to these advantages compared to other estimation techniques, the results in
this paper based on the CS estimator are computed using the doubly robust estimation
technique. The estimator for the group-time ATT is given by

ATT nydr (g, t; δ) = E

 Gg

E[Gg]
−

Pg,t+δ(X)(1−Dt+δ)(1−Gg)
1−Pg,t+δ(X)

E
[
Pg,t+δ(X)(1−Dt+δ)(1−Gg)

1−Pg,t+δ(X)

]
(Yt − Yg−δ−1 −mny

g,t,δ(X)
)
(3)

where mny
g,t,δ(X) = E[Yt − Yg−δ−1|X,Dt+δ = 0, Gg = 0] is the population outcome

21With a staggered adoption of treatment, this aggregation method potentially suffers from compositional
changes across event horizons unless one imposes very strong assumptions on treatment effect dynamics (Call-
away & Sant’Anna, 2021). A potential solution is to only include balanced groups, i.e. only banks that have
been treated e′ periods. In the current setting, this is not very appealing because a significant fraction of the
treatment group would be lost.
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regression using the not-yet treated as a control group. δ is the anticipation horizon,
i.e. by how many periods units anticipate the treatment, and Pg,t+δ(X) denotes the
propensity score for a given group and event horizon.22

The BJS estimator by Borusyak et al. (2023) belongs to the class of imputation esti-
mators. The procedure for this estimator can be quite easily explained. In the first step,
the outcome for non-treated units is estimated by a TWFE regression which includes
only units and time periods that have not yet been treated: Yi,t = αi + λt + θXi,t + εi,t

Then, the fitted values from this regression are used to impute the potential non-treated
outcome for treated units, given by Ŷi,t(0). The treatment effect for each treated unit
can then be computed as the difference between the actual outcome and the potential
non-treated outcome for treated units, Yi,t(1) − Ŷi,t(0), which can then be aggregated
to obtain the estimands of interest.

In general, for the results from the different estimation techniques to yield consistent
estimates of the true ATT, a few essential assumptions have to be satisfied. First
of all, treatment has to be irreversible.23 Secondly, it is assumed that the sample
under study consists of i.i.d draws from a population. Thirdly, the overlap assumption
states that there is a positive fraction of units receiving treatment in period g and that
the conditional probability of belonging to the treatment group, given the observed
covariates, is bounded away from one. In other words, this assumption rules out issues
arising due to irregular identification.

Another important assumption is that there is no (or only limited) treatment antic-
ipation.24 This means that treatment in period t has no effect on the outcome variable
prior to treatment. For the empirical study in this paper, this means that household
deposits of NIR-banks must not have been affected by negative household deposit rates
prior to their introduction. This is very likely to be satisfied because, while banks them-
selves have made the decision to introduce negative deposit rates, its the customers’
reaction to the introduction which leads to a change in deposits. There is no indica-
tion that customers have reacted before the negative remuneration has been actually
introduced.25 From a theoretical point, both the CS and BJS estimator also hold under
limited treatment anticipation as long as it is accounted for.

22In the current setting δ is assumed to be zero, i.e. there is no treatment anticipation.
23Some recent contributions show how to deal with reversible treatments. See e.g. Viviano and Bradic

(2021) for incorporating sequential ignorability into economic analysis.
24In the case of no anticipation, δ = 0 from Equation (3) in Appendix A.
25Before April 2021, customers only had to be notified after negative household deposit rates were introduced.

After April 2021, banks had to inform their customers and wait for their approval before charging negative
deposit rates. Nevertheless, there is no indication that customers would have had an incentive to shift their
funds prior to the actual start of the negative remuneration.
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7 Appendix B
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Figure 13: Geographical Distribution of NIR-Banks in Germany for which the Date of Introduction has been
successfully collected, Own Illustration.
Data Source: Self-collected Data Set.
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Figure 14: Distribution of NIR-banks across former Parts of East and West Germany, Own Illustration.
Data Source: Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used
in 2022 and 2023, own calculations.
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Figure 15: Graphical Representation of the Bacon Decomposition, Own Illustration.
’Timing groups’ refers to comparisons between earlier and later treated units. ’Never treated vs timing’ refers
to comparisons between never-treated and treated units. ’Within’ refers to the within component of the
estimator, which gives an idea about the variation due to the inclusion of control variables. Own depiction;
Data Source: Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used
in 2022 and 2023, own calculations.
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Figure 16: Effect of Negative Household Deposit Rates on Deposits of all Households by Deposit Intensity,
defined as Deposits over Total Assets, Own Illustration.
Dependent variable is expressed in logs, with original variable being recorded in units of e1000. Results
obtained withe BJS estimator. Confidence intervals are at the 95% level. Own depiction; Data Source:
Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and
2023, own calculations.
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Figure 17: Effect of Negative Household Deposit Rates on Savings Deposits of Domestic Households. Savings
are broken down by Household Type and the agreed Period of Notice, Own Illustration.
Dependent variable is expressed in logs, with original variable being recorded in units of e1000. Results
obtained withe BJS estimator. Confidence intervals are at the 95% level. Own depiction; Data Source:
Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and
2023, own calculations.
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Figure 18: Effect of Negative Household Deposit Rates on Loans of Domestic Households by Deposit Intensity,
Own Illustration.
Dependent variable is expressed in logs, with original variable being recorded in units of e1000. Results
obtained withe BJS estimator. Confidence intervals are at the 95% level. Own depiction; Data Source:
Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used in 2022 and
2023, own calculations.
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Figure 19: Quantile-Quantile Plot comparing Bank Size (top panel) and Deposit Intensity (bottom panel)
for NIR-Banks with and without the Date of Introduction in 05/2018 and 06/2022, Own Illustration.
Data Source: Research Data and Service Centre (RDSC) of the Deutsche Bundesbank, BISTA 1999-2022, used
in 2022 and 2023, own calculations.
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